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Abstract

We estimate Small-Open-Economy SVAR models for Australia, Canada,
New Zealand, Norway, Sweden and the United Kingdom to measure the effects of
SOE and US monetary policy shocks on bilateral SOE/US exchange rates. Our
identification strategy features block exogeneity and sign-restrictions imposed on
the coefficients of the SOE and US monetary policy rules. Our approach leaves
the response of the exchange rate to domestic and foreign monetary shocks un-
restricted, while allowing for instantaneous interactions between the SOE policy
rate and the exchange rate. We find that a contractionary SOE (US) monetary
shock triggers an immediate appreciation (depreciation) followed by a reversion,
in line with Dornbusch’s overshooting and uncovered interest rate parity. SOE
monetary impulses account for a greater portion of the short-run volatility of
the exchange rate than US monetary shocks.
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†GAINS, Le Mans Université and CAMA. nicolas.groshenny@univ-lemans.fr.
‡Reserve Bank of New Zealand, 2 The Terrace, Wellington 6140. naveed.javed@rbnz.govt.nz.

The views expressed in this paper are those of the authors and do not necessarily reflect the views
of the Reserve Bank of New Zealand.



1 Introduction

How does the exchange rate react to monetary policy shocks? This classic question

in international finance is of practical importance to monetary policymakers in small

open economies. Even though, this question largely remains unsettled. According

to the benchmark theoretical result of Dornbusch (1976), a surprise monetary tight-

ening causes the exchange rate to overshoot on impact, displaying an instantaneous

appreciation followed by a gradual depreciation. On the other hand, a vast literature

estimating Structural Vector Autoregressions often finds evidence of a gradual appre-

ciation, typically lasting for more than a year, in response to a monetary shock. Such

hump-shaped empirical responses are referred to as the delayed overshooting puzzle.1

Yet, Faust and Rogers (2003) and Bjørnland (2009) argue that the delayed overshoot-

ing puzzle may be an artifact caused by incorrect identifying restrictions. In particular,

identification schemes that do not allow for simultaneous interactions between money

market variables and the exchange rate tend to produce delayed overshooting.2

In this paper, we estimate Bayesian SVARmodels for six advanced small-open-economies

with floating exchange rates (Australia, Canada, New Zealand, Norway, Sweden and

the United Kingdom) to measure the effects of monetary shocks on bilateral SOE/US

real exchange rates. We identify simultaneously SOE and US monetary impulses and

compare the conditional dynamics of the exchange rate in response to these two dis-

turbances. Our identification scheme hinges on two ingredients: i) Block exogeneity,

a cornerstone of Small-Open-Economy SVARs (Cushman and Zha, 1997); ii) Sign re-

strictions imposed on the coefficients of the SOE and US monetary policy rules. Our

approach has two main advantages: First, it is agnostic, in the sense that it leaves the

response of the exchange rate to domestic and foreign monetary shocks unrestricted.

Second, it allows for instantaneous interactions between the exchange rate and the

SOE and US policy rates. These two features make our econometric strategy well

suited to investigate the robustness of the delayed overshooting puzzle.

Our identification scheme builds on Arias et al. (2019). They identify the systematic

1See Eichenbaum and Evans (1995), Cushman and Zha (1997), Kim and Roubini (2000), Scholl
and Uhlig (2008) and Kim et al. (2017) among others.

2See also Bagliano et al. (1999).
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component of monetary policy in the United States by imposing sign and exclusion

restrictions on the coefficients of the Federal Reserve’s interest-rate rule. We adapt

their methodology to a SOE context in two ways. First, we impose a block-exogenous

structure on the SVAR model, meaning that for each SOE, the variables in the model

are classified into two blocks: a US (i.e., foreign) block and a SOE (i.e., domestic)

block. The US block influences the SOE block (both contemporaneously and over

time), whereas the SOE block has no effect on the US block. Second, we identify

simultaneously the policy rule of the Federal Reserve and of the SOE central bank.To

characterize the systematic component of US monetary policy, we require that the

response of the federal funds rate be positive to US output and US inflation, and

negative to the Baa credit spread (Caldara and Herbst, 2019).3 For the SOE central

bank, in line with Taylor (2001), we assume that it follows an augmented Taylor-type

rule that reacts positively to output, inflation and the real SOE/USD exchange rate.4

Hence, we require that the SOE’s central bank never raises its policy rate in response

to a real appreciation. The sign-restriction on the exchange-rate response embodies

policymakers’ rule of thumb that the central bank should lean against fluctuations in

the real exchange rate, based on the wisdom that a real appreciation is an opportunity

to ease monetary conditions (Obstfeld and Rogoff, 1995; Taylor, 2001).5 This sign-

restriction is supported by estimates of Taylor-type rules in DSGE models (Lubik and

Schorfheide, 2007; Kam et al., 2009; Justiniano and Preston, 2010), and by findings

from the SOE-SVAR literature (Bjørnland, 2009; Bjørnland and Halvorsen, 2014).

A distinctive feature of our study is to jointly identify SOE and US monetary policy

shocks.6 There is an obvious asymmetry between the Fed and the six SOE central

3Curdia and Woodford (2010, 2016) present a normative analysis justifying a negative systematic
response of monetary policy to a tightening of credit conditions.

4Calvo and Reinhart (2002), Reinhart and Rogoff (2004), Obstfeld (2013) and Ilzetzki et al.
(2019) provide evidence that central banks react to movements in the bilateral dollar exchange rate.
Gopinath et al. (2020) and Gourinchas et al. (2019) document the central role played by the dollar
in international trade and in the international monetary and financial system.

5Egorov and Mukhin (2023) show that, under dollar pricing (i.e., when prices are invoiced and
sticky in dollars), it becomes desirable for non-US central banks to stabilize the dollar exchange rate.

6Several papers focus on US monetary shocks (Eichenbaum and Evans, 1995; Faust and Rogers,
2003; Scholl and Uhlig, 2008; Kim et al., 2017; Rüth, 2020; Castelnuovo et al., 2022). Others study
the impacts of non-US monetary shocks (Cushman and Zha, 1997; Kim and Roubini, 2000; Bjørnland,
2009; Bjørnland and Halvorsen, 2014; Kim and Lim, 2018; Terrell et al., 2023). Earlier papers consider
relative money shocks without taking a stance on the origin of disturbances (Clarida and Gali, 1994;
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banks that we consider. Put bluntly, we live in a dollar world (Gourinchas, 2021),

and the Fed is the main driver of global funding costs (Miranda-Agrippino and Rey,

2020; Miranda-Agrippino and Nenova, 2022). Our approach enables us to investigate

whether the responses of exchange rates to monetary shocks differ according to the

origin of the shocks. We check the extent to which exchange rate responses to SOE and

US shocks are consistent with Dornbusch’s overshooting and UIP. Finally, we provide

new empirical evidence on the spillover effects of US monetary policy on advanced

SOEs, controlling for the endogenous response of SOE central banks.

We find no evidence of delayed overshooting. In the six SOEs, a domestic contrac-

tionary monetary shock triggers a strong and immediate appreciation of the exchange

rate, followed quickly by a gradual depreciation. Symmetrically, a tightening of US

monetary policy causes an instantaneous depreciation followed by an appreciation.

In all cases, the peak response of the exchange rate occurs very quickly, on impact

or shortly after. Our findings support the view that delayed overshooting is not a

genuine stylised fact but rather the outcome of dubious identifying restrictions (Faust

and Rogers, 2003; Bjørnland, 2009). Moreover, we find little evidence of the forward

discount puzzle: the responses of exchange rates to both SOE and US monetary shocks

are broadly consistent with UIP, and thus with Dornbusch’s overshooting mechanism.

These findings are consistent with Bjørnland (2009) and Rüth (2020).7 SOE and

US monetary shocks explain about 20 and 10 percents respectively of the short-run

exchange rate volatility. The smaller contribution of US shocks may be due to the

endogenous, exchange-rate stabilizing, responses of SOE central banks to US mone-

tary policy (Rey, 2013). Turning to spillovers, a tightening by the Federal Reserve

induces output and inflation to fall in the six SOEs. This result echoes the findings of

Maćkowiak (2007) for emerging economies. It is also consistent with Gopinath et al.

(2020) and Akinci et al. (2022) who show that a monetary tightening by the Fed can

generate a global slump.

An early study documenting the delayed overshooting puzzle is Eichenbaum and Evans

Rogers, 1999).
7Faust and Rogers (2003) and Scholl and Uhlig (2008) find that the forward discount puzzle is

more robust than the delayed overshooting puzzle.
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(1995). They employ a recursive identification scheme and find evidence of a grad-

ual and persistent appreciation in both the nominal and real US exchange rates in

response to a contractionary US monetary policy shock. Their findings contradict

Dornbusch (1976) immediate overshooting hypothesis.8 Further studies by Faust and

Rogers (2003) and Scholl and Uhlig (2008) replace the controversial recursive iden-

tification scheme with sign restrictions on the impulse response functions. However,

these studies again document puzzling responses with delays lasting for around 3

years. Kim et al. (2017) using sign restrictions similar to Scholl and Uhlig (2008)

report findings consistent with Dornbusch’s prediction except during Volcker’s tenure

as Fed Chair. Rüth (2020) uses surprises in Federal funds futures around policy an-

nouncements as external instruments to estimate a proxy-SVAR model and measure

the effects of U.S. monetary policy shocks on various measures of U.S. exchange rates.

His findings are consistent with Dornbusch’s predictions, including during Volcker’s

tenure. Castelnuovo et al. (2022) follow an approach similar to ours to investigate the

delayed overshooting puzzle for the United States. They identify their SVAR model

by applying restrictions on the structural parameters of the systematic component of

US monetary policy and find no evidence of delayed overshooting puzzle.9

A stream of the SVAR literature focuses on SOEs. Cushman and Zha (1997) and

Kim and Roubini (2000) apply non-recursive zero restrictions to implement block ex-

ogeneity and identify monetary policy shocks. Bjørnland (2009) uses data from four

SOEs to estimate an SVAR model combining short-run and long-run zero restrictions.

Her identification scheme allows for simultaneous interaction between monetary policy

and the exchange rate, while requiring that monetary shocks have no impact on the

real exchange rate in the long-run. She finds no evidence of delayed overshooting,

suggesting that Dornbusch was right after all. Recently, Terrell et al. (2023) estimate

a time-varying SVAR model with stochastic volatility using the same data and identi-

8With nominal rigidities, the responses of the real and nominal exchange rates are similar in the
short run.

9Our study complements the work of Castelnuovo et al. (2022). Castelnuovo et al. (2022) concen-
trate on US monetary shocks and the US economy. Instead, we focus on SOEs, we implement block
exogeneity, and we jointly identify SOE and US monetary policy shocks. In addition, Castelnuovo
et al. (2022) restrict the IRFs of industrial production and prices to be negative on impact, while we
do not impose any sign restriction on IRFs. See also Rüth and Van der Veken (2023).
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fication scheme as Bjørnland (2009). Their results are in line with Bjørnland (2009).

Other studies applying agnostic identification procedures to analyse the exchange-

rate response to monetary shocks in SOEs include Bjørnland and Halvorsen (2014)

and Kim and Lim (2018).10 Bjørnland and Halvorsen (2014) consider six SOEs and

identify monetary disturbances by imposing a combination of sign and exclusion re-

strictions on IRFs. Unlike us, they impose a sign restriction on the impact response

of the exchange rate, forcing an instantaneous appreciation, and thus ruling out the

so-called exchange rate puzzle by construction (Eichenbaum and Evans, 1995). They

do not find evidence of delayed overshooting. Kim and Lim (2018) consider four SOEs

and achieve identification by imposing sign-restrictions on IRFs. They confirm the

findings of Bjørnland and Halvorsen (2014). In contrast to these two studies, we apply

the methodology developed by Arias et al. (2018) to impose some exclusion restric-

tions for block exogeneity, as well as some sign-restrictions on the coefficients of the

systematic component of monetary policy.11

The rest of the paper is structured as follows. Section 2 describes the data, the

identification scheme and the Bayesian estimation. Section 3 presents our main results.

Section 4 contains robustness checks and Section 5 concludes.

2 Econometric strategy

2.1 Data

We consider six advanced small-open economies with flexible exchange rates, namely

Australia, Canada, New Zealand, Norway, Sweden and the UK. We use quarterly data

from 1992:Q1 to 2019:Q4.12 The starting date corresponds broadly to the adoption

of Inflation Targeting by the six SOEs considered here (Kim and Lim, 2018). The

end date marks the onset of the COVID-19 pandemic.13 Following Cushman and Zha

10See also Jääskelä and Jennings (2011), Read (2023) and Fisher and Huh (2023) for related studies
focusing on Australia.

11Bjørnland and Halvorsen (2014) and Kim and Lim (2018) use the Penalty Function Approach
proposed by Uhlig (2005). Arias et al. (2018) criticize the PFA approach for imposing additional
restrictions that are not specified by the user. See also Binning (2013).

12Data sources are provided in Appendix A.
13Estimating the SVAR over a stable monetary policy regime helps solving the delayed overshooting

puzzle. See Kim and Lim (2018), Kim et al. (2017) and Castelnuovo et al. (2022).
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(1997), we organize the variables into two blocks, a domestic one and a foreign one.

The domestic block represents the SOE, while the foreign block stands for the US

economy. The domestic block includes real GDP (y), inflation (π) measured as the

annualized quarterly rate of change in the consumer price index, the policy rate (r)

proxied by the 3-month interbank rate, and the bilateral SOE/US real exchange rate

(e).14 The foreign block consists of four variables: US real GDP (y∗), US inflation (π∗),

Moody’s Baa corporate credit spread (cs∗), and the US shadow rate (r∗) constructed

by Wu and Xia (2016). All variables are expressed in log levels except the credit

spread, inflation rates and policy rates, which are expressed in percentage points.

2.2 Model

Our structural model is given by:

y′
tA0 =

p∑
l=1

y′
t−lAl + c′ + ϵ′t , (1)

where y′
t =

[
y′
1t y′

2t

]
, y′

1t
= [y∗t , π

∗
t , cs

∗
t , r

∗
t ] and y′

2t
= [yt, πt, rt, et]. y1t is a (n1 × 1)

vector of US variables and y2t is a (n2 × 1) vector of SOE variables, with n = n1 + n2

denoting the total number of variables. Similarly, the vector of structural shocks ϵt

is divided into two blocks, ϵt
′ =

[
ϵ′1t ϵ′2t

]
. Ai, for 0 ≤ i ≤ p, are (n × n) matrices

of structural parameters, with A0 invertible. c is a (n × 1) vector of constants, p is

the lag length, and T is the sample size. Conditional on past information and initial

conditions y0, ...,y1−p, the vector ϵt is Gaussian with mean zero and covariance matrix

In. Following Rubio-Ramirez et al. (2010), we can write the SVAR in compact form:

yt
′A0 = xt

′A+ + ϵ′t , (2)

where x′
t = [y′

t−1 . . .y
′
t−p 1] for 1 ≤ t ≤ T. A0 and A+ = [A′

1 . . .A
′
p c′] are matrices

of structural parameters.

Post-multiplying equation (2) by A−1
0 , we obtain the reduced form VAR model:

y′
t = x′

tB + u′t , (3)

14For Sweden and the UK, we use shadow rates constructed by De Rezende and Ristiniemi (2023)
and Wu and Xia (2016), respectively.

6



where B = A+A
−1
0 , u′t = ϵ′tA

−1
0 and E[utu

′
t] = Σ = (A0A

′
0)

−1. B is the matrix

of reduced-form coefficients and Σ is the variance-covariance matrix of reduced-form

residuals.

2.3 Identification

Our strategy aims at identifying simultaneously SOE and US monetary shocks by

bringing together two distinct approaches: sign restrictions on policy parameters

(Arias et al., 2019) and block exogeneity (Cushman and Zha, 1997).

The first procedure, sign restrictions on policy parameters, offers an agnostic approach

to identify the systematic component of monetary policy, and thereby monetary policy

shocks.15 The appeal of this method stems from its agnosticism and robustness as

it hinges solely on a few qualitative and fairly uncontroversial restrictions on the

structural coefficients of the monetary policy rule. This method only achieves set-

identification. A caveat inherent in identification schemes based on sign-restrictions

is the so-called multiple shocks problem: many shocks, different from the one we

are trying to identify, may satisfy the set of sign-restrictions (Fry and Pagan, 2011).

The fact that we impose sign restrictions simultaneously on both US and SOE policy

parameters should in principle help to alleviate this partial-identification problem.

The second procedure, block exogeneity, is the hallmark of any SOE model: the SOE is

influenced by foreign factors and has no impact on the Rest of the World. In practice,

block exogeneity consists in imposing a set of non-recursive zero restrictions. In our

setting, block exogeneity complements the minimal set of sign restrictions on policy

parameters and augments the information content of our identification scheme. In

other words, block exogeneity strengthens the identification of US and SOE monetary

shocks through a set of highly plausible zero restrictions.

Our goal in this paper is to assess the robustness of the delayed overshooting puzzle.

Importantly for our purpose, our identification strategy allows for a simultaneous re-

lationship between the exchange rate and the SOE policy rate and leaves the response

15Leeper et al. (1996) make explicit the link between identifying the systematic component of
monetary policy and identifying monetary policy shocks.
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of the exchange rate to SOE and US monetary shocks unrestricted at all horizons

(Faust and Rogers, 2003; Bjørnland, 2009). We first present details about the way

we implement block exogeneity. We then explain the identification of the systematic

component of monetary policy in the US and in SOEs through sign restrictions on

structural parameters.

2.3.1 Block exogeneity

We adapt the methodology of Arias et al. (2019) to incorporate block exogeneity

(Cushman and Zha, 1997). Given the partition of yt
′ =

[
y1t

′ y2t
′], the matrix of

contemporaneous relationships, A0, has the following structure:

A0 =

A0,11 A0,12

A0,21 A0,22

 ,
where A0,11 is (n1×n1), A0,12 is (n1×n2), A0,21 is (n2×n1), A0,22 is (n2×n2). To ensure

that SOE variables in y2t do not influence US variables in y1t contemporaneously, we

apply zero-restrictions on the block A0,21:

A0 =

A0,11 A0,12

0 A0,22

 .
We should also prevent SOE variables from influencing US variables in a dynamic

fashion. Put differently, in line with Cushman and Zha (1997), we should impose a

block of zero-restrictions on each lag matrix Al, 1 ≤ l ≤ p, in equation (1), so that:

Al =

A11,l A12,l

A21,l A22,l

 =

A11,l A12,l

0 A22,l

 ,
where A11,l is (n1 × n1), A12,l is (n1 × n2), A21,l is (n2 × n1), A22,l is (n2 × n2). Unfor-

tunately, the procedure of Arias et al. (2019) only allows us to impose a maximum of

(n− k) zero restrictions per equation, where k = 1, ..., n, denotes the order of the kth

equation in the system. As a result, we cannot impose A21,l = 0.

We bypass this issue by formulating a variant of Minnesota priors on the reduced-

form VAR, where the priors for the coefficients governing the influence of lagged SOE

8



variables on US variables are concentrated tightly around zero. To do that, we specify

Independent NIW priors for β = vec(B), the vector of reduced-form coefficients, and

Σ, the variance-covariance matrix of reduced-form residuals:16

β ∼ N (β0,Ω0), (4)

Σ ∼ IW(S0, α0).
17 (5)

We center the distribution of every first-order auto-regressive coefficient at 1, and 0

otherwise, as in standard Minnesota priors. The variance-covariance matrix Ω0 con-

tains the hyper-parameters that control the tightness of the distributions of reduced-

form coefficients.18 The elements of Ω0 take the following form:

σ2
ci
= σ2

i (λ1λ4)
2 if constant (6)

σ2
ii = (λ1/L

λ3)2 if i = j (7)

σ2
ij = (σi/σj)

2(λ1λ2/L
λ3)2 if i ̸= j (8)

σ2
Exij

= (σi/σj)
2(λ1λ2λ5/L

λ3)2 if i ̸= j and ex < j ≤ n (9)

where σ2
i and σ2

j denote the variances of OLS residuals of the auto-regressive models

estimated for variables i and j. L is the lag on the coefficient. λ1 controls the overall

tightness of the distribution. λ4 is the variance parameter of constants. λ2 controls

the tightness of cross-variable distributions. λ3 is a decaying parameter that controls

the speed at which coefficients of variable’s own lags (equation 7) and cross-variable

lags (equation 8), greater than 1 converge to 0. Equations (6), (7) and (8) constitute

the standard Minnesota priors. Equation (9) is key to implement block exogeneity: it

16Arias et al. (2019) specify Natural Conjugate NIW priors for the reduced-form parameters.
Such Natural Conjugate priors are ill-fitted for our purpose: they feature a Kronecker structure for
the variance-covariance matrix of the reduced-form parameters, so that variances are proportional
to one another. Moreover, the Kronecker structure implies that every equation has the same set of
explanatory variables, meaning that if we removed a variable in one equation, that variable would be
removed from all equations. Imposing block exogeneity on one equation would then impose it on all
equations (Dieppe et al., 2016; Koop et al., 2010). Fortunately, the techniques developed by Arias
et al. (2018) work for any prior distributions.

17We set the hyperparameters of the inverse Wishart distribution in a conventional way: α0 = n+1
and S0 = In (Dieppe et al., 2016).

18Unlike with Natural Conjugate (NIW) priors, Ω0 is independent of Σ.
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only applies to the US block and features the additional hyper-parameter λ5, which

controls the tightness of the distributions of coefficients appearing in front of SOE

variables in the US block (Dieppe et al., 2016). Specifically, in equation (9), σ2
Exij

are

the diagonal elements of Ω0 corresponding to the domestic coefficients in the equations

of foreign (exogenous) variables. This corresponds to the same cross-variables as in

equation (8) but applies only on the domestic variables in the foreign block. This is

controlled by the variable range ex < j ≤ n, where ex denotes the number of foreign

(exogenous) variables.

We set λ5 = 1e−8 to obtain highly informative priors concentrated around zero. We

select standard prior variances for the rest of the parameters (λ1 = λ2 = λ3 = λ4 = 1).

To sum up, we implement block exogeneity through a combination of two ingredients:

i) we impose exclusion restrictions on the block A0,21 in the structural-form matrix of

contemporaneous relationships; ii) we formulate a special case of Independent NIW

priors for the reduced-form VAR, where the reduced-form coefficients follow Minnesota

priors with an additional hyper-parameter for block exogeneity.

2.3.2 Sign-restrictions on monetary policy parameters

Our identification scheme builds heavily on Arias et al. (2019). Using the techniques

developed by Arias et al. (2018), they impose sign and exclusion restrictions on the

coefficients of the Federal Reserve’s interest-rate rule. As mentioned above, we adapt

their methodology to a SOE context in two ways. First, we impose a block-exogenous

structure on the SVAR model, meaning that for each SOE, the variables are classified

into a US block and a domestic block, where the SOE block has no effect on the

US block. Second, for each SOE, we identify simultaneously the interest-rate rule

followed by the Federal Reserve and the SOE central bank. Like in Arias et al.

(2019), our identification concentrates on the contemporaneous structural parameters.

We identify the first and the fifth shock in the SVAR model as the US and the SOE

monetary policy shock, respectively.

10



2.3.2.1 The systematic component of US monetary policy Abstracting from

lagged variables and constant terms, the US monetary policy equation is given by:

r∗t = −a−1
0,41a0,11y

∗
t − a−1

0,41a0,21π
∗
t − a−1

0,41a0,31cs
∗
t + a−1

0,41ϵ1,t, (10)

where −a−1
0,41a0,11 = ψy∗ , −a−1

0,41a0,21 = ψπ∗ , −a−1
0,41a0,31 = ψcs∗ and a−1

0,41 = σ∗.

To characterize the systematic component of US monetary policy, we impose the

following two restrictions.

Restriction 1. The contemporaneous response of the US policy rate to US output

and US inflation is positive: ψy∗ > 0 and ψπ∗ > 0.

Restriction 2. The contemporaneous reaction of the US policy rate to the Baa

corporate credit spread is negative: ψcs∗ < 0.

Restriction 1 is motivated by Taylor (1993) and a large DSGE literature.19 Restric-

tion 2 is consistent with the SVAR evidence provided by Caldara and Herbst (2019).20

Combining Restrictions 1 and 2, we obtain the following characterization of US mon-

etary policy:

r∗t = −a−1
0,41a0,11︸ ︷︷ ︸
ψy∗>0

y∗t −a−1
0,41a0,21︸ ︷︷ ︸
ψπ∗>0

π∗
t −a−1

0,41a0,31︸ ︷︷ ︸
ψcs∗<0

cs∗t +a
−1
0,41︸ ︷︷ ︸
σ∗

ϵ1,t (11)

2.3.2.2 The systematic component of monetary policy in SOEs Abstracting

from lags and constant terms, the SOE monetary policy equation can be written as:

rt = −a−1
0,75a0,15y

∗
t − a−1

0,75a0,25π
∗
t − a−1

0,75a0,35cs
∗
t − a−1

0,75a0,45r
∗
t

−a−1
0,75a0,55yt − a−1

0,75a0,65πt − a−1
0,75a0,85rert + a−1

0,75ϵ5,t,
(12)

where −a−1
0,75a0,55 = ψy, −a−1

0,75a0,65 = ψπ, −a−1
0,75a0,85 = ψe and a

−1
0,75 = σ.

To identify the systematic component of SOE monetary policy, we impose the following

two restrictions.
19Regarding the timing assumption implied by Restriction 1, where the policy rate, output and

inflation interact simultaneously, we follow the argument of Arias et al. (2019): Monetary authorities
crunch a large battery of real-time indicators to nowcast the current state of the economy.

20Curdia and Woodford (2010, 2016) present DSGE-based analysis justifying a negative systematic
response of monetary policy to a worsening of credit conditions.
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Restriction 3. The contemporaneous reaction of the SOE policy rate to domestic

output and inflation is positive: ψy > 0 and ψπ > 0.

Restrictions 4: The contemporaneous reaction of the SOE policy rate to the real

bilateral SOE/US exchange rate is positive: ψe > 0.

Restrictions 3 and 4 leave the reaction of the SOE central bank to foreign variables

unrestricted as in Cushman and Zha (1997). Restriction 4 means that SOE central

bank usually leans against the real SOE/US exchange rate, cutting its policy rate in

response to an appreciation of the domestic currency, and lowering it in response to

a depreciation. Restriction 4 is consistent with findings based on SVARs (Bjørnland,

2009; Bjørnland and Halvorsen, 2014) and Taylor-type rules embedded in DSGE mod-

els (Lubik and Schorfheide, 2007; Kam et al., 2009; Justiniano and Preston, 2010).21

Taken together, Restrictions 3 and 4 imply that the SOE central bank follows a Taylor-

type rule in line with Taylor (2001):

rt = −a−1
0,75a0,15︸ ︷︷ ︸

unrestricted

y∗t −a−1
0,75a0,25︸ ︷︷ ︸

unrestricted

π∗
t −a−1

0,75a0,35︸ ︷︷ ︸
unrestricted

cs∗t −a−1
0,75a0,45︸ ︷︷ ︸

unrestricted

r∗t

−a−1
0,75a0,55︸ ︷︷ ︸
ψy>0

yt−a−1
0,75a0,65︸ ︷︷ ︸
ψπ>0

πt−a−1
0,75a0,85︸ ︷︷ ︸
ψe>0

rert+a
−1
0,75︸ ︷︷ ︸
σ

ϵ5,t

(13)

3 Results

This section presents our main results.22 First, we discuss the IRFs to a tightening of

SOE and US monetary policy. Second, we investigate the importance of Restriction

4 (leaning against the RER) and Restriction 2 (leaning against credit frictions) for

the identification of, respectively, SOE and US monetary shocks. Third, we examine

the deviations from UIP conditional on SOE and US monetary disturbances. Finally,

21Calvo and Reinhart (2002), Reinhart and Rogoff (2004), Obstfeld (2013) and Ilzetzki et al. (2019)
find that many central banks react to the dollar exchange rate. Egorov and Mukhin (2023) argue
that, under dollar pricing, stabilizing the dollar exchange rate can be desirable.

22We set the lag order p = 2. All results are based on 1 million draws from the posterior distribu-
tions.
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we conduct a Forecast Error Variance Decomposition to evaluate the contribution of

SOE and US shocks to the short-run volatility of the SOE/US real exchange rates.

3.1 IRFs to a SOE contractionary monetary shock

Figure 1 plots the IRFs of domestic variables for the six SOEs to one standard devi-

ation contractionary monetary shock. The solid lines depict the point-wise posterior

median responses while the grey shaded bands correspond to the 68% equal-tailed

point-wise posterior probability bands. For all SOEs, we observe that the policy rate

jumps on impact within a range of 15 to 40 basis points, and reaches its peak within

the next three quarters. Except for Canada, the policy rate increase remains sig-

nificant for several quarters. For all SOEs, the posterior median response of output

displays an instantaneous contraction and stays below trend for several years after the

shock. Except for the UK, the decline in output remains significant for several quar-

ters after the shock. For the UK, the response of output is insignificant, although the

bulk of the 68% probability bands lies in the negative region, suggesting that output

contracts at least in the short run. For Canada and New Zealand, the response of

output stays significantly below trend throughout the entire five-year horizon. Hence,

we do not observe any evidence of the output puzzle (Uhlig, 2005).

For all SOEs, inflation falls instantaneously and reverts back to its steady state quickly.

The negative impact response of inflation is either significant or borderline significant

across all SOEs.

Turning to our focus of interest, in all SOEs, the RER appreciates sharply and sig-

nificantly on impact. This is a remarkable result: We do not find any evidence of

the exchange rate puzzle (an immediate depreciation after the tightening of domestic

monetary policy). For Canada, New Zealand and the UK, the instantaneous appreci-

ation is immediately followed by a gradual and monotonous depreciation. For Norway

and Sweden, the RER appreciation reaches its peak two quarters after the monetary

tightening. Instead, the AUD/US RER displays a hump-shaped response, with the

peak appreaciation occuring two years after the shock. Thus, except for Australia, we

observe little evidence of the delayed overshooting puzzle (a gradual and persistent

13



Figure 1: IRFs of SOE variables to a one standard deviation SOE contractionary
monetary shock identified using block exogeneity and Restrictions 1 to 4. Note: The
solid lines depict the point-wise posterior median responses and the shaded bands
represent the 68% equal-tailed point-wise posterior probability bands.

appreciation that reaches its peak roughly two years after the shock). The IRFs of the

bilateral SOE/US RER to a SOE monetary shock appear broadly consistent with the

Dornbusch’s overshooting hypothesis. Our findings are in line with the SOE-SVAR

studies by Bjørnland (2009), Bjørnland and Halvorsen (2014), Kim and Lim (2018)

and Terrell et al. (2023). Our findings reinforce the view that the exchange rate puzzle

and the delayed overshooting puzzle may be artefacts caused by dubious identifying

restrictions that hinder the simultaneous interactions between monetary policy and

the exchange rate.
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Figure 2: IRFs of SOE variables to a one standard deviation US contractionary mon-
etary shock identified using block exogeneity and Restrictions 1 to 4. Note: The solid
lines depict the point-wise posterior median responses and the shaded bands represent
the 68% equal-tailed point-wise posterior probability bands.

3.2 IRFs to a US contractionary monetary shock

Figure 2 shows the responses of SOE variables to a one standard deviation US contrac-

tionary monetary shock. The responses of US variables are reported in the Appendix.

They are almost identical across the six SOE-SVARs due to the block-exogeneous

structure of the model: the US policy rate jumps significantly on impact to around

20 basis points, US output contracts, US inflation falls and the Baa corporate credit

spread increases.

Looking at the RER responses across the six SOEs, we observe that the US dollar

appreciates significantly on impact in response to the US monetary tightening (i.e., no

exchange rate puzzle). Moreover, the US dollar reaches its peak appreciation within

the first quarter after the shock, and gradually depreciates afterwards (i.e., no delayed

overshooting). Similar findings are reported in US SVAR monetary policy literature

(Kim et al., 2017; Rüth, 2020; Castelnuovo et al., 2022). A distinguishing feature of
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our study, however, is the inclusion of the ZLB period.23

Looking at the response of SOE output to US monetary tightening, we observe a

protracted contraction for Australia, Canada, the UK and to a lesser extent Norway.

The decline in output is particularly strong in Canada and Australia. The response of

output in New Zealand and Sweden is more muted. Following the US monetary tight-

ening, inflation falls in all SOEs. Except for Canada, SOE central banks lower their

policy rate slightly to mitigate the negative spillovers of the US monetary tightening.

The monetary easing is most visible in Sweden and Australia.

3.3 Importance of Restriction 4 (leaning against the RER)

We now perform a sensitivity analysis to shed light on the importance of Restriction

4 (ψe > 0) in our identification scheme. We re-estimate the six SOE-SVAR models

without Restriction 4 while keeping everything else unchanged. As a result, the con-

temporaneous response of the SOE policy rate to the real exchange rate is now left

unrestricted. The systematic component of SOE monetary policy takes the following

form:

rt = −a−1
0,75a0,15︸ ︷︷ ︸

unrestricted

y∗t −a−1
0,75a0,25︸ ︷︷ ︸

unrestricted

π∗
t −a−1

0,75a0,35︸ ︷︷ ︸
unrestricted

cs∗t −a−1
0,75a0,45︸ ︷︷ ︸

unrestricted

r∗t

−a−1
0,75a0,55︸ ︷︷ ︸
ψy>0

yt−a−1
0,75a0,65︸ ︷︷ ︸
ψπ>0

πt−a−1
0,75a0,85︸ ︷︷ ︸

unrestricted

rert+a
−1
0,75︸ ︷︷ ︸
σ

ϵ5,t.

(14)

.

Figure 3 compares the baseline IRFs (solid lines) of SOE variables to an SOE mone-

tary shock, with Restriction 4 imposed as in Eq.(13), to the sensitivity-analysis IRFs

(dashed lines) without Restriction 4, as in Eq.(14). The shaded regions are the 68%

equal-tailed point-wise posterior probability bands obtained after relaxing Restriction

4. Figure 3 shows that relaxing Restriction 4 has virtually no effect on the IRFs of

the policy rate, output and inflation. Instead, relaxing Restriction 4 greatly alters

the IRFs of the RER. Most remarkable is the fact that, for all SOEs, the effects

of monetary shocks on the RER are now insignificant, even in the short run. This

23Our results are robust to using a shorter sample period from 1992:Q1 to 2008:Q3 that excluds
the ZLB period. See the section on robustness checks below.
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Figure 3: IRFs of SOE variables to a SOE contractionary monetary shock. Note: The
solid lines are the point-wise posterior median responses under block exogeneity and
Restrictions 1 to 4. The dashed lines are the posterior median responses, after relaxing
Restriction 4, along with the corresponding 68% equal-tailed posterior probability
bands.

finding clearly goes against the consensus view that monetary policy plays a role in

accounting for the elevated short-run volatility typically observed in exchange rates.

Beyond this striking observation, we also find that the evidence of other puzzles be-

comes stronger. For Canada, the posterior median response clearly indicates that the

exchange rate depreciates instead of appreciating, consistent with the exchange rate

puzzle. Taken together, these puzzling findings stand in stark contrast to Dornbusch

(1976) overshooting hypothesis according to which a surprise tightening of monetary

policy at home causes an instantaneous appreciation of the domestic currency, imme-

diately followed by a gradual depreciation back to the steady state. Considering the

puzzling evidence obtained when relaxing Restriction 4 and the assorted motivations
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for imposing Restriction 4 found in various strands of the literature (Taylor, 2001;

Bjørnland, 2009; Lubik and Schorfheide, 2007), we conclude that imposing Restric-

tion 4 contributes usefully to a proper identification of the systematic behavior of SOE

central banks.24

3.4 Role of Restriction 2 (leaning against the credit spread)

We now evaluate the implications of Restriction 2 (ψcs∗ < 0) for the identification of

the systematic component of US monetary policy. We re-estimate the six SOE-SVARs

without Restriction 2, keeping everything else unchanged. The contemporaneous re-

sponse of the US policy rate to the credit spread is left unrestricted:

r∗t = −a−1
0,41a0,11︸ ︷︷ ︸
ψy∗>0

y∗t −a−1
0,41a0,21︸ ︷︷ ︸
ψπ∗>0

π∗
t −a−1

0,41a0,31︸ ︷︷ ︸
unrestricted

cs∗t +a
−1
0,41︸ ︷︷ ︸
σ∗

ϵ1,t. (15)

Figure 4 compares the IRFs of the SOE/US RER to a US contractionary monetary

policy shock, with and without Restriction 2. As we can see, the main effect of relaxing

Restriction 2 is that the 68% posterior probability bands become wider, to the extent

that the short-run response of the RER becomes insignificant for the six SOEs. This

finding, which suggests that US monetary policy shocks have no material effects on

exchange rates even in the short run, goes against the conventional wisdom on the

contribution of monetary disturbances to exchange rate volatility. Moreover, the fact

that we are here talking about US monetary policy (and not about SOE monetary

policy, as in the previous sensitivity analysis of Restriction 4), which is perceived

as the main driver of the global financial cycle (Rey, 2013; Miranda-Agrippino and

Rey, 2020), makes this finding look somewhat implausible. We generally observe that

relaxing Restriction 2 shifts the posterior probability bands towards negative territory,

meaning that the indicative evidence of a depreciation of the US dollar (instead of

an appreciation, as we would have expected) builds up. In other words, relaxing

Restriction 2 makes the exchange rate puzzle more visible (see in particular the IRFs

of the GBP/USD, CAD/USD and SEK/USD). Overall, these dubious phenomena

24The IRFs to a US monetary shock with and without Restriction 4 are reported in Appendix E.
They show that Restriction 4 is irrelevant for identifying US monetary shocks.
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Figure 4: IRFs of the RER to a US contractionary monetary shock. Note: The
solid lines are the point-wise posterior median responses under block exogeneity and
Restrictions 1 to 4. The dashed lines are the posterior median responses after relaxing
Restriction 2 (ψcs∗ < 0). The shaded regions are the corresponding 68% equal-tailed
posterior probability bands.

emphasize the added value of imposing Restriction 2 to correctly characterize the

systematic behavior of the Federal Reserve and thereby identify genuine US monetary

shocks.

3.5 Deviations from UIP after a monetary policy shock

The uncovered interest rate parity (UIP) condition postulates that a decline in the

interest rate differential between the foreign and the domestic policy rates has to be

quantitatively offset by an expected depreciation of the nominal exchange rate one

period ahead. Examining violations of UIP conditional on monetary disturbances is

central to our study as UIP is one of the key building blocks underpinning Dorn-
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Figure 5: Deviations from UIP conditional on US (lhs) and SOE (rhs) monetary policy
shocks. Note: The solid lines represent the point-wise posterior median estimates of
excess returns. The shaded areas are the 68% posterior probability intervals.

busch’s overshooting hypothesis (Rüth, 2020), and more generally the New Open

Economy Macroeconomics (Lane, 2001). Following Eichenbaum and Evans (1995)

and Bjørnland (2009), we compute the excess return measured in domestic currency,

Λt, as:

Λt = r∗t − rt + 4× (Et{st+1} − st), (16)

where st is the nominal exchange rate.25 According to UIP, the excess return Λt should

be zero at all horizons:

Et{Λt+j} = 0 for all j ⩾ 0,

where Et denotes the conditional expectations operator.

25As our system includes SOE and US inflation rates along with the SOE/US RER, it is straight-
forward to construct the IRFs of the nominal exchange to a monetary shock.
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Figure 5 reports the point-wise posterior median estimates of excess returns condi-

tional on US (lhs panel) and SOE (rhs panel) monetary policy shocks, along with the

68% posterior probability intervals. We do not find any evidence of UIP violations in

response to SOE monetary shocks: Excess returns triggered by SOE disturbances are

quantitatively modest and insignificant at all horizons. Deviations from UIP generated

by US policy shocks are also moderate and insignificant, except during the quarter

after the shock, when they are borderline significant. Thus, overall, the conditional

dynamics of exchange rates following US and SOE monetary disturbances appear to

be largely consistent with UIP. Our results are in line with Bjørnland (2009), who

reports exchange rate movements broadly consistent with UIP conditional on SOE

monetary disturbances, and with Rüth (2020) who finds little evidence of UIP vio-

lations conditional on US monetary shocks. Instead, Eichenbaum and Evans (1995),

Faust and Rogers (2003) and Scholl and Uhlig (2008) report evidence of the forward

discount puzzle, i.e. large and significant deviations from UIP, conditional on US

monetary shocks.

3.6 Forecast error variance decomposition of the RER

Figure 6 shows the forecast-error variance decomposition of the six SOE/US real ex-

change rates. With the exception of Canada and New Zealand, domestic monetary

policy shocks account for a greater share of the RER volatility than US shocks. De-

pending on the country, domestic monetary policy shocks roughly explain 10 to 25

percents of the volatility of the exchange rate in the short run, while the share at-

tributed to US shocks varies from 3 to 18 percents. Depending on the country, the

joint contribution of US and SOE monetary disturbances to the short-run volatility

of the SOE/US RER ranges from 25 to 35 percents.

4 Robustness Checks

We perform two robustness checks. In the first, we re-estimate the six SOE-SVARs

over the shorter sample period 1992:Q1 - 2008:Q3 to exclude episodes of unconven-

tional monetary policy and binding zero-lower-bound. In this exercise, we do not

use any shadow rates to measure the stance of SOE and US monetary policy. In
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Figure 6: Forecast error variance decomposition of the SOE/US RER. Note: In each
panel, the solid line represents the posterior median estimate of the contribution of
SOE monetary shocks to the forecast-error variance of the RER, while the dashed line
shows the contribution of US monetary shocks.

the second robustness check, we estimate a 9-variable SOE-SVAR model for the six

SOEs. This larger model includes an SOE corporate credit spread. Due to limited

data availability, the estimation period is restricted to 2000:Q1 - 2019:Q4. To sharpen

the identification of the systematic component of SOE monetary policy, we impose an

additional sign restriction which requires that the SOE central bank leans against the

SOE credit spread.

4.1 Excluding ZLB episodes

Figure 7 plots the IRFs of SOE variables to a one standard deviation SOE contrac-

tionary monetary policy surprise, when using the sample period 1992:Q1 - 2008:Q3

in estimation.26 The dashed lines are the posterior median IRFs based on the sample

1992:Q1 - 2008:Q3, and the shaded bands are the associated 68% posterior probabil-

ity bands. The solid lines, instead, are the posterior median IRFs from the baseline

estimation over the full sample 1992:Q1 - 2019:Q4. Figure 8 plots the deviations from

UIP based on the estimation period 1992:Q1 - 2008:Q3. Looking at Fig. 7 and Fig.

8, we conclude that our main results are qualitatively and quantitatively robust to

excluding the ZLB episodes.

26For the US, Sweden and the UK, we replace the shadow rate with the 3-month interbank rate.
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Figure 7: IRFs of SOE variables to a one standard deviation SOE contractionary
monetary shock identified through block exogeneity and Restrictions 1 to 4, using
the sample period 1992:Q1 to 2008:Q3 in estimation. Note: The dashed lines depict
the point-wise posterior median responses for the sample period 1992:Q1 to 2008:Q3.
The shaded regions represent the corresponding 68% equal-tailed point-wise posterior
probability bands. The solid lines depict the posterior median responses for the full
sample period 1992:Q1 to 2019:Q4.

4.2 Including the SOE credit spread

We extend our baseline model to include an additional variable, a SOE corporate

credit spread, in the domestic block. Due to data availability, the sample period used

in estimation is 2000:Q1 to 2019:Q4.27 Our motivation comes from Caldara and Herbst

(2019) and Beckers et al. (2020), who show the importance of including a corporate

credit spread measure in the systematic component of US and Australian monetary

policy, respectively. For Canada, New Zealand, Sweden and the UK, we construct

the SOE credit spread as the difference between the Standard & Poor’s investment

grade corporate bond yield and the government bond yield. For Australia, we use

27We set the lag order p = 1.

23



Figure 8: Deviations from UIP when using the shorter estimation sample period
1992:Q1 to 2008:Q3. Note: In each panel, the solid line represents the point-wise
posterior median estimates of excess returns. The shaded areas are the 68% posterior
probability intervals.

the credit spread measure by constructed by Beckers et al. (2020).28 We extend our

baseline identification scheme, based on block exogeneity and Restriction 1 to 4, by

formulating a fifth restriction.

Restrictions 5. The contemporaneous response of the SOE policy rate to the do-

mestic credit spread is negative: ψcs < 0.

Restriction 5 means that SOE central bank, guided by a concern for financial stability,

typically cuts its policy rate in response to an increase in the domestic credit spread.

The SOE monetary policy rule now reads:

28Special thanks to Olav Syrstad for help with the Norwegian credit spread data. See Appendix
A for further details on SOE credit spread data.
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Figure 9: IRFs of SOE variables to a SOE contractionary monetary shock identified
using block exogeneity and Restrictions 1 to 5. Note: Dashed lines depict point-
wise posterior median IRFs when the SOE credit spread is included in the domestic
block and Restriction 5 is imposed. The shaded regions represent the associated
68% posterior probability bands. The solid lines correspond to the baseline posterior
median IRFs.

rt = −a−1
0,85a0,15︸ ︷︷ ︸

unrestricted

y∗t −a−1
0,85a0,25︸ ︷︷ ︸

unrestricted

π∗
t −a−1

0,85a0,35︸ ︷︷ ︸
unrestricted

cs∗t −a−1
0,85a0,45︸ ︷︷ ︸

unrestricted

r∗t

−a−1
0,85a0,55︸ ︷︷ ︸
ψy>0

yt−a−1
0,85a0,65︸ ︷︷ ︸
ψπ>0

πt−a−1
0,85a0,75︸ ︷︷ ︸
ψcs<0

cst−a−1
0,85a0,95︸ ︷︷ ︸
ψe>0

rert+a
−1
0,85︸ ︷︷ ︸
σ

ϵ5,t.

(17)

Figure 37 plots the IRFs (posterior median and 68% bands) of SOE variables to

a contractionary SOE monetary policy shock for the second robustness check and

compares them against the baseline posterior median. Figure 10 reports the deviations

from UIP for the second robustness check. Keeping in mind the different sample

periods used in baseline and in the second robustness check, Fig. 37 and Fig. 10

suggest that our main findings seem qualitatively robust to incorporating an SOE

credit spread and imposing Restriction 5 (the SOE central bank leans against the
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Figure 10: Deviations from UIP for Robustness check 2 (SOE credit spread). Note:
Solid lines represent point-wise posterior median estimates of excess returns. Shaded
areas are the 68% posterior probability intervals.

domestic credit spread).

5 Conclusion

In this paper, we estimate set-identified SVAR models for six small open economies to

investigate the effects of domestic and US monetary policy shocks on the real exchange

rate. Our identification scheme combines block exogeneity and sign-restrictions im-

posed directly on the structural parameters describing the systematic behavior of the

Federal Reserve and the SOE central banks. In line with Taylor (2001), we require

that the SOE monetary authority typically reduces its policy rate in response to a real

appreciation of the domestic currency. Our agnostic identification scheme preserves

the contemporaneous interaction between the exchange rate and the domestic policy

rates, while leaving the response of the exchange rate to domestic and US monetary
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shocks unrestricted. We find little evidence of delayed overshooting in response to

SOE and US monetary disturbances. Overall, our empirical results broadly agree

with Dornbusch’s overshooting hypothesis and UIP.
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Appendix

A Data Sources

The dataset spans from 1992:Q1 to 2019:Q4.

A.1 United States

• Real Gross Domestic Product (Billions of Chained 2012 Dollars, Seasonally
Adjusted Annual Rate)

– Source: FRED Economic Data (GDPC1)

• Consumer Price Index: All Items for the United States (Index 2015=100,
Not Seasonally Adjusted)

– Source: FRED Economic Data (USACPIALLMINMEI)

• Federal Funds Effective Rate (Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (FEDFUNDS)

• Shadow rate (Percent)

– Source: Wu and Xia (2016)

• Moody’s Seasoned Baa Corporate Bond Yield Relative to Yield on
10-Year Treasury Constant Maturity (Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (BAA10YM)

A.2 Australia

• Real Gross Domestic Product for Australia (Domestic Currency, Season-
ally Adjusted)

– Source: FRED Economic Data (NGDPRSAXDCAUQ)

• Consumer Price Index: All Items: Total: Total for Australia (Index
2015=100, Not Seasonally Adjusted)

– Source: FRED Economic Data (AUSCPIALLQINMEI)

• 3-Month or 90-day Rates and Yields: Interbank Rates for Australia
(Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (IR3TIB01AUQ156N)
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• Exchange rate ∗∗

– Source: Reserve Bank of Australia (Refinitiv Datastream, AUUSDSP)

• Credit spread

– Description: Credit market spread between Australian large business vari-
able lending rate and 3-month Bank Accepted Bill (BAB) rate.

– Source: Reserve Bank of Australia

∗ https://www.rba.gov.au/publications/rdp/2020/2020-01/supp

lementary-information.html

A.3 Canada

• Real Gross Domestic Product for Canada (Domestic Currency, Seasonally
Adjusted)

– Source: FRED Economic Data (NGDPRSAXDCCAQ)

• Consumer Price Index: All Items: Total: Total for Canada (Index
2015=100, Not Seasonally Adjusted)

– Source: FRED Economic Data (CANCPIALLQINMEI)

• 3-Month or 90-day Rates and Yields: Interbank Rates for Canada
(Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (IR3TIB01CAQ156N)

• Exchange rate

– Source: Bank of Canada (Refinitiv Datastream, CNXRUSD)

• Credit spread

– Description: Credit spread is calculated as the yield in the S&P Canada In-
vestment Grade Corporate Bond Index (Code: SPFICAV) less the Canada,
Government Bond Yield: 3 Year Benchmark (End Month)(Code: CNB14068;
CANSIM-Statistic Canada).

∗∗For each SOE, we calculate real exchange rate from the nominal exchange rate and the US and
domestic price levels, such that, et = st + p∗t − pt; where et and st are the logs of real and nominal
exchange rates, respectively and p∗t and pt are the logs of US and domestic consumer price indices,
respectively.
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A.4 New Zealand

• Production-based gross domestic product (GDP) (Real, NZD, Seasonally
Adjusted)

– Source: Statistics New Zealand (GDP06.Q.QT0.rs)

• Consumer Price Index: All Items for New Zealand (Index 2015=100,
Not Seasonally Adjusted)

– Source: FRED Economic Data (NZLCPIALLQINMEI)

• 3-Month or 90-day Rates and Yields: Interbank Rates for New Zealand
(Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (IR3TIB01NZQ156N)

• Exchange rate

– Source: Reserve Bank of New Zealand (EXR.MS11.D06)

• Credit spread

– Description: Credit spread is calculated as the yield in the S&P New
Zealand Investment Grade Corporate Bond Index (Code: SPNZICZ) less
the New Zealand Government Bond Yield, 2 Years (Code:NZGBY2Y; Re-
serve Bank of New Zealand).

A.5 Norway

• Real Gross Domestic Product for Norway (Millions of Chained 2010 Na-
tional Currency, Seasonally Adjusted)

– Source: FRED Economic Data (CLVMNACSCAB1GQNO)

• Consumer Price Index: All Items for Norway (Index 2015=100, Not
Seasonally Adjusted)

– Source: FRED Economic Data (NORCPIALLQINMEI)

• 3-Month or 90-day Rates and Yields: Interbank Rates for Norway
(Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (IR3TIB01NOQ156N)

• Exchange rate

– Source: Norges Bank (Refinitiv Datastream, NWXRUSD)

• Credit spread

– Description: Risk-premium new 5-years bond. Index made up of Norwegian
industrial issuers. Percentage points over 3 month NIBOR. (RPREM.IND.M060)
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A.6 Sweden

• Real Gross Domestic Product for Sweden (Millions of Chained 2010 Na-
tional Currency, Seasonally Adjusted)

– Source: FRED Economic Data (CLVMNACSCAB1GQSE)

• Consumer Price Index: All Items for Sweden (Index 2015=100, Not
Seasonally Adjusted)

– Source: FRED Economic Data (SWECPIALLQINMEI)

• 3-Month or 90-day Rates and Yields: Interbank Rates for Sweden
(Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (IR3TIB01SEQ156N)

• Shadow rate (Percent)

– Source: De Rezende and Ristiniemi (2023)

• Exchange rate

– Source: Sveriges Riksbank Bank (Refinitiv Datastream, SDXRUSD)

• Credit spread

– Description: Credit spread is calculated as the yield in the S&P Sweden In-
vestment Grade Corporate Bond Index (Code: SPSEICR) less the Swedish
Government Bond, maturity 2 years (Code: SEGVB2Y; Sveriges Riksbank,
Refinitiv Datastream).

A.7 United Kingdom

• Real Gross Domestic Product for United Kingdom (Millions of Chained
2010 National Currency, Seasonally Adjusted)

– Source: FRED Economic Data (CLVMNACSCAB1GQUK)

• Consumer Price Index of All Items in the United Kingdom (Index
2015=100, Not Seasonally Adjusted)

– Source: FRED Economic Data (GBRCPIALLQINMEI)

• 3-Month or 90-day Rates and Yields: Interbank Rates for the United
Kingdom (Percent, Not Seasonally Adjusted)

– Source: FRED Economic Data (IR3TIB01GBQ156N)

• Shadow rate (Percent)
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– Source: https://sites.google.com/view/jingcynthiawu/shadow-rat
es

• Exchange rate

– Source: Bank of England (Refinitiv Datastream, UKXRUSD)

• Credit spread

– Description: Credit spread is calculated as the yield in the S&P U.K. Invest-
ment Grade Corporate Bond Index (Code: SPUKICG) less the Long-Term
Government Bond Yields: 10-year: Main (Including Benchmark) for the
United Kingdom (Code: IRLTLT01GBQ156N; FRED Economic Data).
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B Baseline

B.1 IRFs to a one standard deviation SOE monetary policy
shocks

Figure 11: Australia - IRFs to a one standard deviation contractionary monetary
policy shock

Figure 12: Canada - IRFs to a one standard deviation contractionary monetary policy
shock
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Figure 13: New Zealand - IRFs to a one standard deviation contractionary monetary
policy shock

Figure 14: Norway - IRFs to a one standard deviation contractionary monetary policy
shock
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Figure 15: Sweden - IRFs to a one standard deviation contractionary monetary policy
shock

Figure 16: UK - IRFs to a one standard deviation contractionary monetary policy
shock
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C Baseline

C.1 IRFs to a one standard deviation US monetary policy
shocks

Figure 17: Australia - IRFs to a one standard deviation US contractionary monetary
policy shock

Figure 18: Canada - IRFs to a one standard deviation US contractionary monetary
policy shock
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Figure 19: New Zealand - IRFs to a one standard deviation US contractionary mon-
etary policy shock

Figure 20: Norway - IRFs to a one standard deviation US contractionary monetary
policy shock
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Figure 21: Sweden - IRFs to a one standard deviation US contractionary monetary
policy shock

Figure 22: UK - IRFs to a one standard deviation US contractionary monetary policy
shock

42



D Baseline

D.1 Responses of US variables to US shocks

Figure 23: IRFs to a one standard deviation US contractionary monetary policy shock
for six SOEs
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E Baseline

E.1 IRFs to a one standard deviation SOE monetary policy
shocks with/ out ψe > 0

Figure 24: Australia - IRFs to a one standard deviation contractionary monetary
policy shock

Figure 25: Canada - IRFs to a one standard deviation contractionary monetary policy
shock
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Figure 26: New Zealand - IRFs to a one standard deviation contractionary monetary
policy shock

Figure 27: Norway - IRFs to a one standard deviation contractionary monetary policy
shock
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Figure 28: Sweden - IRFs to a one standard deviation contractionary monetary policy
shock

Figure 29: UK - IRFs to a one standard deviation contractionary monetary policy
shock
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F Baseline

F.1 IRFs to a one standard deviation SOE monetary policy
shocks with/out ψcs∗ < 0

Figure 30: Australia - IRFs to a one standard deviation contractionary monetary
policy shock

Figure 31: Canada - IRFs to a one standard deviation contractionary monetary policy
shock
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Figure 32: New Zealand - IRFs to a one standard deviation contractionary monetary
policy shock

Figure 33: Norway - IRFs to a one standard deviation contractionary monetary policy
shock
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Figure 34: Sweden - IRFs to a one standard deviation contractionary monetary policy
shock

Figure 35: UK - IRFs to a one standard deviation contractionary monetary policy
shock
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G Robustness check 1

G.1 IRFs to a one standard deviation SOE monetary policy
shocks with/out ψe > 0

Figure 36: Australia - IRFs to a one standard deviation contractionary monetary
policy shock
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G.2 Forecast Error Variance Decomposition

Figure 37: Contribution of one-standard deviation US and domestic monetary policy
shocks to time-series fluctuations for shorter sample period (1992:Q1 to 2008:Q3).
Note: The solid lines are the contribution of domestic monetary policy shock and
dashed lines are the contribution of US monetary policy shock.
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H Robustness check 2

H.1 Forecast Error Variance Decomposition

Figure 38: Contribution of one-standard deviation US and domestic monetary policy
shocks to time-series fluctuations for Robustness check 2 (SOE credit spread). Note:
The solid lines are the contribution of domestic monetary policy shock and dashed
lines are the contribution of US monetary policy shock.
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I Baseline

I.1 Contemporaneous coefficients in SOE monetary policy
equations.

Coefficients

SOEs
ψy ψπ ψe

AUS 0.72 0.65 0.09
[0.24;2.20] [0.17;2.75] [0.02;0.35]

CAN 0.99 1.32 0.16
[0.24;3.10] [0.37;3.63] [0.05;0.49]

NZ 0.87 1.44 0.11
[0.24;3.99] [0.36;5.49] [0.03;0.46]

NOR 0.62 1.31 0.16
[0.16;2.73] [0.34;5.80] [0.04;0.69]

SWE 0.94 1.92 0.14
[0.21;4.01] [0.58;8.11] [0.04;0.64]

UK 1.85 3.64 0.18
[0.54;7.48] [0.79;14.28] [0.05;0.72]

Table 1: Contemporaneous coefficients in SOE monetary policy equations using full
sample period from 1992:Q1 to 2019:Q4. Note: The entries in the table are the
posterior median estimates and the entries in the brackets are the respective 68%
probability intervals.
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I.2 Contemporaneous coefficients in US monetary policy equa-
tions.

Coefficients

US/SOEs
ψy∗ ψπ∗ ψcs∗

US/AUS 0.41 0.38 -0.57

[0.11;0.87] [0.10;1.00] [-1.36;-0.19]

US/CAN 0.40 0.39 -0.59

[0.14;0.90] [0.11;1.00] [-1.38;-0.17]

US/NZ 0.41 0.40 -0.57

[0.12;0.99] [0.12;0.99] [-1.42;-0.15]

US/NOR 0.43 0.38 -0.55

[0.13;0.91] [0.10;0.97] [-1.33;-0.14]

US/SWE 0.42 0.39 -0.54

[0.12;0.98] [0.10;1.09] [-1.34;-0.16]

US/UK 0.43 0.39 -0.56

[0.13;0.93] [0.11;1.00] [-1.33;-0.15]

Table 2: Contemporaneous coefficients in US monetary policy equations using full
sample period from 1992:Q1 to 2019:Q4. Note: The entries in the table are the
posterior median estimates and the entries in the brackets are the respective 68%
probability intervals.
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J Robustness check 1

J.1 Contemporaneous coefficients in SOE monetary policy
equations.

Coefficients

SOEs
ψy ψπ ψe

AUS 0.72 0.73 0.11
[0.19;2.77] [0.16;2.56] [0.02;0.45]

CAN 1.16 1.42 0.24
[0.30;4.00] [0.46;4.36] [0.06;0.70]

NZ 0.99 1.67 0.14
[0.29;3.80] [0.45;6.31] [0.04;0.56]

NOR 0.79 1.80 0.20
[0.21;3.06] [0.46;6.93] [0.05;0.79]

SWE 1.19 2.03 0.15
[0.31;4.65] [0.55;7.90] [0.03;0.72]

UK 1.21 2.62 0.14
[0.30;5.12] [0.87;9.29] [0.03;0.65]

Table 3: Contemporaneous coefficients in SOE monetary policy equations using
shorter sample period from 1992:Q1 to 2008:Q3. Note: The entries in the table
are the posterior median estimates and the entries in the brackets are the respective
68% probability intervals.
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J.2 Contemporaneous coefficients in US monetary policy equa-
tions.

Coefficients

US/SOEs
ψy∗ ψπ∗ ψcs∗

US/AUS 0.50 0.67 -0.99

[0.14;1.23] [0.18;1.74] [-2.02;-0.29]

US/CAN 0.51 0.73 -1.01

[0.16;1.24] [0.20;2.02] [-2.09;-0.31]

US/NZ 0.53 0.76 -0.98

[0.16;1.26] [0.20;2.05] [-2.11;-0.31]

US/NOR 0.51 0.75 -1.01

[0.15;1.19] [0.21;1.89] [-2.17;-0.30]

US/SWE 0.49 0.73 -1.01

[0.14;1.20] [0.20;1.84] [-2.12;-0.34]

US/UK 0.50 0.72 -0.96

[0.15;1.21] [0.21;1.88] [-2.12;-0.28]

Table 4: Contemporaneous coefficients in US monetary policy equations using shorter
sample period from 1992:Q1 to 2008:Q3. Note: The entries in the table are the
posterior median estimates and the entries in the brackets are the respective 68%
probability intervals.
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K Robustness check 2

K.1 Contemporaneous coefficients in SOE monetary policy
equations.

Coefficients

SOEs
ψy ψπ ψcs ψe

AUS 0.64 0.70 -3.00 0.10
[0.16;2.84] [0.19;2.51] [-8.48;-0.91] [0.02;0.50]

CAN 0.63 0.60 -0.90 0.08
[0.19;1.56] [0.19;1.86] [-2.65;-0.33] [0.02;0.31]

NZ 0.94 0.81 -1.35 0.06
[0.23;3.89] [0.23;5.83] [-7.50;-0.32] [0.01;0.40]

NOR 0.41 0.64 -2.47 0.11
[0.13;1.22] [0.16;2.52] [-10.21;-0.58] [0.03;0.45]

SWE 0.27 0.94 -0.74 0.06
[0.07;1.06] [0.26;2.09] [-2.32;-0.23] [0.02;0.19]

UK 1.19 2.25 -1.74 0.19
[0.33;3.90] [0.65;8.46] [-6.07;-0.57] [0.04;0.44]

Table 5: Contemporaneous coefficients in SOE monetary policy equations using sam-
ple period from 2000:Q1 to 2019:Q4. Note: The entries in the table are the posterior
median estimates and the entries in the brackets are the respective 68% probability
intervals.
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K.2 Contemporaneous coefficients in US monetary policy equa-
tions.

Coefficients

US/SOEs
ψy∗ ψπ∗ ψcs∗

US/AUS 0.43 0.48 -0.55

[0.14;1.05] [0.16;1.61] [-1.38;-0.16]

US/CAN 0.47 0.45
-0.65

[0.12;1.23] [0.10;1.10] [-1.86;-0.21]

US/NZ 0.54 0.46 -0.60

[0.15;1.39] [0.09;1.38] [-1.44;-0.15]

US/NOR 0.40 0.46 -0.53

[0.14;1.35] [0.12;1.40] [-1.44;-0.17]

US/SWE 0.52 0.44
-0.62

[0.19;1.14] [0.11;1.17] [-1.72;-0.21]

US/UK 0.47 0.45 -0.59

[0.11;1.39] [0.10;1.39] [-1.70;-0.15]

Table 6: Contemporaneous coefficients in US monetary policy equations using sample
period from 2000:Q1 to 2019:Q4. Note: The entries in the table are the posterior
median estimates and the entries in the brackets are the respective 68% probability
intervals.
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